Baseball Activity with Fathom
Can you predict how far a person can throw a softball based on the distance that he or she can throw a baseball?  We will collect the following data from the members of our class:
	Name
	Gender
	Dominant

Hand
	Softball

Distance (feet)

(Overhand)
	Baseball

Distance (feet)

(Overhand)
	Softball

Distance (feet)

(Underhand)
	Baseball

Distance (feet)

(Underhand)
	Arm Span
(inches)


Open Fathom by double clicking on the shortcut or alias to Fathom on the desktop. 
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Click on the middle icon in the upper right hand corner of your screen to maximize your work area.

Enter the data from the Fathom Survey.

   http://survey.keypress.com/web/surveyTakeForm.php?id=3580 
Drag the browser icon from the data page into a new Fathom document (or File -> Import from URL).  With the collection of gold balls selected, drag a case table from the tool shelf (as illustrated in steps 1 and 2).
1. Across the top of the Fathom window is a shelf with tools for making objects.
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2. Drag a case table from the shelf into the document.
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Graphing Softball_Distance versus Baseball_Distance 
Now let’s look at the relationship between the two attributes, the distance you threw the baseball overhand and the distance you threw the softball overhand.
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3. Drag the graph icon from the shelf to an empty area in the document.
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4. Drag the attribute BB_Overhand (from your case table) to the horizontal axis of the graph over the spot labeled Drop an attribute here.  As you move the mouse over the x-axis, a black border appears, showing that you can release there.

5. Drag the attribute SB_Overhand and drop it on the vertical axis of the graph.  


Note:  The graph at right is from a previous group; your graph will be different.
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6. We normally describe a scatterplot by noting its

1. direction (positive/negative), 
2. form (linear/curved) and 
3. strength (degree of the linear association between the variables).  

Draw a rough sketch of your scatterplot below and write a sentence (in context) to describe your scatterplot (make sure to note the direction, form and strength of the relationship).

7. The correlation coefficient, denoted by r, is a numerical measure of the direction and strength of a linear relationship.  Drag a Summary Table from the Tool Shelf and drop BB_Overhand on the down arrow and SB_Overhand on the other arrow.
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The correlation between the two variables (correlation coefficient, r) is automatically calculated.  Record the correlation (for your data) between BB_Overhand and SB_overhand (distances the baseball and softball were thrown overhand).

correlation (r) = 



8. Switcherro.  Would the description of your scatterplot change if you plotted SB_Overhand on the x-axis and BB_Overhand on the y-axis?  

Place your cursor on the label SB_Overhand on the y-axis and drag it to the horizontal axis.  The attribute BB_Overhand will automatically appear on the y-axis.

Describe any changes in the form, direction or strength of the relationship.  Record the value of the correlation coefficient.

correlation (r) = 



9. Put BB_Overhand back on the horizontal axis and SB_Overhand on the vertical axis.
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With the table selected, go up to the tool bar and under the Table menu choose Show Units.  A row for units should appear under your attributes.  Click in the units tab beneath the attribute BB_Overhand. Type feet and enter to designate the units you measured your data in.  Repeat for the other quantitative variables. Recall that we measured arm span in inches (in).
11. Changing Units.  How would your description of your scatterplot (form, direction, strength) change if you measured the distance each person threw the softball overhand (SB_Overhand) in yards instead of feet?  Write your prediction below.
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12. Click in the units tab beneath the attribute SB_Overhand.  Type yards and enter.  Fathom automatically converts your values to yards. 
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Your scatterplot automatically updates.  You may have to rescale the new scatterplot to see it in the viewing window.  You can do this by clicking on the triangle next to Scatter Plot and reselecting it. 
Describe any changes to the form, direction or strength of the association between the variables.  Record the value of the correlation coefficient.


correlation (r) = 



13. Change the units for SB_Overhand back to feet.
Note:  The correlation coefficient (r) is a value that quantifies the strength and direction of a linear association of the variables in a set of bivariate data.  The value of the correlation coefficient is found using the formula 
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a.  Examine the formula for the correlation coefficient r.  Why doesn’t a change in units (for example, feet to yards) affect the form, direction or strength of the linear relationship?

b. Why are the form, direction and strength of the relationship not affected whether we plotted SB_Overhand v. BB_Overhand or BB_Overhand v. SB_Overhand?
	Some facts about the correlation coefficient:
· the sign of r indicates the direction of the relationship

· the magnitude of r indicates the strength of the relationship 

· -1 ≤ r ≤1

· r has no units

· r-value doesn’t make a distinction between explanatory and response variables




Fitting a Movable Line

Recall that our goal is to be able to predict the distance a person can throw a softball based on how far he or she can throw a baseball.  Do the points in your scatterplot appear to follow a linear pattern?

14. Select the graph by clicking on it once.  This activates the Graph menu (If the Graph menu does not appear, make sure that your graph is selected).  Choose Movable Line from the Graph menu.
You can also right click (Windows) Control-click (Mac) on the graph to bring up a menu with commands that apply to the graph.
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The line that appears in the graph is not a fitted line.  You can change its slope and intercept by dragging it.  Dragging on the end of the line causes it to rotate around the other end.  Dragging the middle of the line moves it parallel to itself.  The cursor changes shape to suggest what will happen when you drag.  Notice that the equation of the line shown below the graph updates as you drag.

15. Experiment with dragging the line.  Position it so that it appears to give a good fit to the data.

While eyeballing the fit through the data points is sometimes sufficient, we often need some criterion for best fit.  A commonly used criterion is least-squares fit.  We will explore how least squares works.

16.  With the graph selected, choose Show Squares from the Graph menu.


The graph now shows a square constructed from each point to the movable line; a square whose length is equal to the difference between the actual and predicted value for the point is called the residual.

Residual = Actual Value – Predicted Value
17. Experiment with dragging data points.  Notice that the squares change as you drag, but the line does not move.  (Be sure to use Undo to put the points back where they started from before proceeding.)

18. Experiment with dragging the line.  Notice that the squares change and that the sum of the squares reported below the graph changes.

Adjust the line so that the sum of the squares of the residuals is approximately at a minimum.  

The line that satisfies this criterion is called the least-squares regression line.   It is the line that makes the sum of the squared residuals as small as possible. Fathom can compute this line.  Record the value for your Sum of Squares 



19. With the graph selected choose Least Squares Line from the Graph menu.

How closely did you manage to adjust the movable line to match the least-squares regression line?  
a. Write your regression equation below in terms of Baseball Overhand and Softball Overhand.
b. State the slope of the least-squares regression line and explain its meaning in the context of this activity.

c. State the y-intercept of the least-squares regression line and explain its meaning in the context of this activity.

Making a Prediction – Looking at Residuals

NOTE:  In order to determine if a linear model is the best fit for your data, you must look at a plot of the residuals.  The residuals are what are “left over” after you fit your model.  These prediction errors should NOT have any pattern but should appear as a random scattering of points.  A curve or other pattern in the residual plot indicates that there is a better model (other than linear) for your data.
20. Choose Remove Movable Line from the Graph menu.  The movable line disappears.

How far did you throw the baseball overhand?  




Move the mouse pointer along the least-squares line, noting that the coordinates of the tip of the arrow are reported in the status bar in the lower left corner of the Fathom window.  When the x-coordinate of the mouse pointer is at the distance you threw a baseball, you can read off the predicted distance you would throw a softball overhand.
Record the predicted distance you would throw a softball overhand  



21. With the graph selected, choose Make Residual Plot from the Graph menu. 

A plot of the residuals appears below the scatterplot.  Corresponding to each point in the original graph is another point below whose y-value is the difference between the observed value and the predicted value (its vertical distance from the line).
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22. Calculate your residual.  (Residual = Actual Value – Predicted Value)

23. Is the value of your residual positive or negative? _______________.  Did the least squares regression over or under predict the distance you can throw a softball?

24. If a data point is above the LSRL (least squares regression line), is its residual positive or negative and did the regression line over or under predicted?
25. Drag one of the points in the scatterplot (top graph).  Notice how its residual changes in the residual plot.  Notice also that, since the least-squares line is changing in response to dragging the point, the other residual points are changing as well.

26. Choose Undo (ctrl Z) to return the data to their original values.

The Influence of an Outlier

Remove the residual plot by going to the graph menu and selecting it so that it is no longer checked. 

Let’s play around a bit with the idea that one data point may, or may not, have a big effect on the regression line. First, we need to fix our regression line so that we can use it as a point of reference.

To do this, right-click on the graph (or, with the graph selected, go to the Graph menu) and choose Plot Function.  Type in the equation, with units, of your least-squares regression line (in Fathom you only type in the values to the right of the = sign (see graphic below).  You may have to reposition the formula editor so that you can see your equation.  
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Click on the + sign next to Attributes to see the variables you have defined.  To paste BB_Overhand into the equation, double-click on it.  When you are done, click OK to close the formula editor.

What you have done is created an independent function with the same equation as your least-squares regression line, but one that is not defined by your data (you’ll be able to see it once you move a data point).  When you drag a data point, your least-squares regression line will change, but your plotted function will remain fixed, giving you a reference for how much an individual data point affects your least-squares regression line.

27. Record the 
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value from your least-squares regression line.  This value is called the coefficient of determination.  It tells us the percent of variation in our response variable distance softball is thrown overhand (SB_Overhand) that can be explained or attributed to our explanatory variable distance baseball is thrown overhand (BB_Overhand). 

For the graph above, the coefficient of determination, 
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, tells us that about 79% of the variability in the distance a person throws a softball overhand can be explained by its linear relationship with the distance they throw a baseball overhand.

28.  We need a little room to create an outlier.  Manipulate the axes by dragging the upper and lower ends of each axis towards the middle.    (The bounds of the axes have changed.) Drag the rightmost data point far from the line.  You should have something similar to the graph shown at left. Notice how much the slope and intercept of the regression line can change in response to changes in just one of the data points.  A least-squares regression line is quite sensitive to outliers, making it especially important that you look at your data before reporting a least-squares slope or intercept.

In the graph above, moving one data point changed the 
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 value from 0.79 to 0.058 and the slope of the LSRL from 0.726 to 0.064.  
For the original graph above, the slope of 0.726 tells us that for each additional distance of 1 foot that a person throws a baseball, his or her predicted distance to throw a softball increases by about 0.726 feet.  Changing just one data point makes the predicted rate of change for a 0.726 foot change in distance a softball is thrown to a change of about 0.06 feet.  The LSRL slope is not resistant to outliers.
29. Return the data point to its original value.  You can rescale the graph by reselecting Scatter Plot (click on the triangle in the upper-right hand corner of the graph).

More on 
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, the Coefficient of Determination


· Suppose you were going to predict the distance a person could throw a softball overhand but did not know the distance he or she could throw a baseball overhand.  Your best guess overall would probably be the overall mean of the existing softball distances.  For the data in the graph at right, the average distance the softball was thrown overhand is 100.04 feet.  

· How good a predictor is the average distance a softball is thrown for predicting an unknown distance a person can throw a softball?

· You can see from the graph at left with the mean of the softball distances, 
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, shown with a horizontal line, that the mean is a good predictor for some data values (small residual) but not very good for other data values.

· How much total squared error will we have if we use the mean distance a softball was thrown to predict the distance a person can throw a softball if we do not know how far he or she can throw a baseball?


The vertical lines show the residual for each data point, 
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, with the squares constructed.  The sum of the squared errors from the mean,  
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 is given below the graph (Sum of squares=48940).  Thus, in the absence of a predictor variable for distance a person can throw a softball such as the distance he or she can throw a baseball, the  total squared error = 48940.

· Suppose you were going to predict the distance a person could throw a softball and you did know the distance that person could throw a baseball.  Your best guess at the person’s softball distance would probably be the point on the least squares regression line that goes with that person’s baseball distance.  Let’s see how much total squared error we have now.


We can see from the graph that the distance a person can throw a baseball accounts for a good bit of the variation in the distance he or she can throw a softball.  In other words, a person’s baseball distance thrown is a good predictor of his/her softball distance thrown.  

The sum of the squared errors from 
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, the LSRL, is 
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By what percent did the total squared error go down when we went from just an “overall mean” model to a “linear regression on distance a baseball was thrown” model?

To calculate the percentage of variability in the distance a softball is thrown that can be accounted for or explained by its linear relationship with the distance a baseball is thrown, we take the 
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Interpretation:  About 79.4% of the variation in the distance a softball can be thrown can be explained by its linear relationship with the distance a baseball can be thrown.  Note that this value corresponds to the 
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value reported by Fathom.

Explore More

Choose another pair of quantitative variables that you think might be associated.  

1. Write your choice of explanatory variable and response variable below.
2. Write the equation of the least squares regression line.  Be sure to identify your variables (explanatory and response) and put the hat on the response variable to indicate that it is a predicted value.
3. State the slope of the least-squares regression line and explain its meaning in the context of this activity.

4. State the y-intercept of the least-squares regression line and explain its meaning in the context of this activity.

5. Start the correlation coefficient and its meaning in context.

6. Start the coefficient of determination and its meaning in context.

7. Sketch the residual plot for your data.  Does it indicate that a linear model is appropriate?  Justify your answer.

Case table











Adapted from Texas Instruments Case 1: Tracks of a Killer

Ruth Carver 

Revised July 2008

PAGE  
5
Ruth Carver 

October 2010

_1214941778.unknown

_1350136141.unknown

_1350138131.unknown

_1350138320.unknown

_1350137286.unknown

_1214998382.unknown

_1214998855.unknown

_1245934870.unknown

_1214998768.unknown

_1214943541.unknown

_1192170200.unknown

_1211626612.unknown

_987357280.unknown

