2008 AP Statistics Exam Debriefing
Question 1

Part (a)

· Most students answer in context

· Most students know that a comparison should address center, spread, and shape

· Most students recognize that a boxplot is a graph of the five-number summary

· Most students recognize that the five-number summary consist of minimum, Q1, median, Q3, and maximum

· Students failed to compare measures of center and spread 

· Students just listed statistics with no comparison

· Students mentioned  the shape of only one distribution

· Students used “mean” for “median” in a boxplot

· Students made a statement about standard deviation based on boxplots

· Students used “IQR” to mean the quartiles themselves

· Students tried to infer normality or unimodality from a symmetrical boxplot

· Students confused skewed to the left and skewed to the right

Part (b)
· Most students recognize that multiplication by a constant will affect the center of a distribution
· Students did not understand the effect of multiplying observations by 4/3 (affects both center & spread)
· Students listed new statistics for ¾-cup serving size without comparison
· Students failed to compare the center & spread of the ¾-cup boxplot in part (a) to the center and spread of the ¾-cup boxplot in part (b)

· Students incorrectly described range as “4-14”.  Thus, not clear whether the student knows that the range increased or if they meant that the minimum and maximum shifted.

Part (c)
· Most students predict that a left-skewed distribution will have a smaller mean than more symmetric with the same median

· Students answered the question about means correctly,  but failing to provide an adequate justification based on the left skewness of the distribution for the 1-cup serving size

· Students made qualitative statements about the cereal or the motives of the cereal company
· Students used “low values” to explain why the mean is below the median for the 1-cup instead of using left skew.
Question 2
Part (a)

· Students failed to provide statistical reasoning in explanations (instead, would just list a consequence).
· Students failed to link a potential source of bias to a consequence with
a specific direction.
· Students confused nonreponse bias with undercoverage, validity, and
 wording of the question.
· Students talked about "eliminating" bias instead of a consequence.
· Students confused "consequence" with the source or definition of response
bias.
Part (b)

· Students argued that nonresponse would occur in the second sample instead
of realizing that nonresponse in the first sample would contribute to
bias in the combined sample regardless of the outcome for the second
sample.

· Students were concerned that some families could be selected by both samples

· Students argued that increasing the sample size would make the results
more accurate.

Part (c)

·  Students failed to give an explicit strategy for increasing response rate
(just mentioned that the survey should be "mandatory").

· Students used a new sampling method (e.g. SRS, cluster, stratified)
without indicating how  nonresponse would be reduced.

· Students confused nonreponse bias with undercoverage, validity, question
wording.

· Students suggested a strategy that created another source of bias.

· Students changed the population (district wide vote).
Question 3

Part (a)

· Students did not show work or formula to support their calculations

· Students rounded expected values to integers

· Students used non-universal calculator notation

· Students only showed partial work (didn’t show multiplications or additions)

· Students showed work, but had minor arithmetic errors and/or copying errors

Part (b)
· Students did not show work or formula to support their calculations

· Students only listed 2 of the 3 score combinations

· Students thought all combinations were equally likely

· Students added probabilities instead of multiplying them or used other inappropriate formulas

· Students showed work, but had minor arithmetic errors and/or copying errors

Part (c) 

· Students did not show work or formula to support their calculations

· Students did not add the probabilities (they multiplied, averaged, etc.)

· Students showed work, but had minor arithmetic errors and/or copying errors

Part (d) 

· Students did not show work or formula to support their calculations

· Students found the probability that Josephine will have a higher score (the positive differences) instead of Crystal having a higher score (the negative differences)

· Students did not use their answer from part (c) to complete the table

· Students failed to realize that the probabilities in the table have a sum of 1

· Students showed work, but had minor arithmetic errors and/or copying errors

Question 4

Part (a)

· Students often constructed a scatterplot of counts not recognizing that the differing number of devices tested at each temperature makes this type of plot not useful. 
· The labeling and scaling their plots were generally done well. 
· Some students use the term “probability” as being synonymous with proportion.

Part (b)

· Students very often failed to address the strength of the relationship and the linearity was frequently missed. 
· The direction of the relationship was often given in context.
Part(c)

· Some students calculated a regression equation (using all four points) and used it to construct an estimate at 40°C. 
· Very few students knew how to calculate the standard error. 
· Very often students would use the standard error of the difference of the two proportions or of a single proportion.
Question 5
Part (a):
Step 1—Hypotheses:
· Students wrote in terms of sample data rather than population

· Students stated that Ha was all proportions must differ

· Students parroted the stem of the question (
· Students used unclear language (“moose in an area”)

· Some students had very odd, wrong hypotheses (“obs = exp”)

Steps (2, 3)—Test & Mechanics:

· Students generally had strong mechanics 
· Students had less “calculator speak”

· Students omitted df

· Students named the test wrong or not at all

Step 4—Conclusion:

· Many students stated an acceptable conclusion with clear linkage

· More students seem to be interpreting the P-value correctly than in the past

· Students gave weak or no linkage to P-value/rejection region

· Students confused sample and population
Part (b):

· Quite a few students answered correctly with solid justification

· Students used chi-square contribution as only justification for choice

· Students chose habitat type 3 due to “more moose than expected” without indication of largest difference

Question 6

Part (a)

Component 1:  Hypotheses:

· Most students wrote hypotheses that were ok (often ill-defined)
· Students omitted , did not mention “mean”
· Students used x-bar (statistic) not a parameter

· Students wrote two-sided alternate hypothesis
Component 2:  Test and Conditions:

· Most students used two-sample t-test

· Most students mentioned random sampling

· Many students mentioned need to check normality
· Many students did not actually check normality (at least not well enough)
· Some mention only sample size
· Some students omitted conditions entirely
· Some students only check for one of the two groups (not common)

· Including for SRS
· Few students mentioned independence (not penalized)

Component 3:  Mechanics:

· Most students had correct answers 

· Most answers were straight from calculator (ok)

· Some students reported numerator and denominator of test statistic separately, with appropriate graph, but did not report test statistic
· Some students only reported the p-value, not test statistic (not common) or d.f.

Component 4:  Conclusion:

· Most students drew the correct conclusion

· Most students expressed the conclusion in context

· Many students provided linkage

· Some students did not speak of “means” or “on average” in conclusion (not penalized)

· Some students did not provide linkage (not very common)

· Some students had “typos”

Part (b)

· Most students identified slope, intercept correctly in output

· Most students got context in there (eventually)

· Most students got part of slope interpretation

· Many students did not include randomness/variability aspect (very common)

· Many students did not define variables or write equations in context (but most recouped this)

· Students did not say “increase” or “additional” for both variables

· Students did not put “hat” on y in equation (not penalized)

· Some students misread output
Part (c)
· Many students identified p-values correctly

· Most students knew correct decision based on p-value

· Students reported p-values for intercepts instead

· Students’ interpretation in (i) amounts to “accept H0” (not directly penalized)

·  “Conclude that there is no correlation …”

· A few students were confused about when to reject/not reject H0
· Part (d)
· Most students could cite some type of information learned from regression

· R2, correlation, slope, prediction

· Some students gave reasonable response

· “we learned that pretest is highly correlated with posttest at the original school but very weakly correlated at the magnet school” (P)

· A few students did a great job of getting at the heart of the issue clearly and concisely

· “While students at the original school tend to do well on the posttest only if they did well on the pretest, students in the magnet school did well almost regardless of pretest score.”

· Very, very few students made the “E” observation

· Few students appeared to garner information from scatterplot, which could have helped a lot

· Few students made an obvious effort to see connections across various parts in context

· Some students provided laundry list of regression items (slope, R2, …) without referring to context

· Some students confused degree of improvement (post – pre) with steepness of slope/correlation

· Often contradicting conclusion from (a)

· “They show us that students at the original school are showing greater improvement because the slope is steeper.”

